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Lab exercise today replaced by Deep Learning Tutorial by Daniel Gehrig

» Room ETHHGE 1.1 from 13:15 to 15:00

» Optional lab exercise is online: K-means clustering and place
recognition with Bag of Words
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Place Recognition

* Robotics: Has the robot been to this place before? Which images were
taken around the same location?

* Image retrieval: Have | seen this image before? Which images in my
database look similar to it? E.g., Google Reverse Image Search

Go gle AJPG matterhorn mountain (o} n

Images News Shopping Maps More

About 624 results (1.07 seconds)
S|  Image size
1501 x 999
Find other sizes of this image:
All sizes - Medium - Large

Best guess for this image: matterhorn mountain

Matterhorn - Wikipedia, the free encyclopedia
https://en.wikipedia.org/wiki/Matterhorn ~

Jump to Legacy-Beginning of Mountain Culture - [edit]. The first ascent of the
Matterhorn changed mountain culture. Whymper's book about his first ascent.

The Matterhorn Mountain in Switzerland, Zermatt

The Matterhorn is the Mountain of Mountains. Shaped like a jagged tooth, it's a
magnet for adventurers looking for a mythical climb in Switzerland




Place Recognition/Image Retrieval

Query image Results on a database of 100 million images




How much is 100 million images?

If each sheet of paper was 0.1 mm thick...



Sightseeing
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(C) L.W. Wildervanck
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Fast visual search

How do we query an image in a database of 100 million images in less than 6 seconds?

“Video Google”, Sivic and Zisserman, ICCV 2003
“Scalable Recognition with a Vocabulary Tree”, Nister and Stewenius, CVPR 2006.



Visual Place Recognition

> Goal: query an image in a database of N images

» Complexity: NM? feature comparisons (assumes each image has M features)

Example:

assume 1,000 SIFT features per image - M = 1,000
assume N = 100,000,000
— NM?=100,000,000,000,000 feature comparisons!

If we assume 0.1 ms per feature comparison — 1 image query would take 317
years!

Solution: Use an inverted file index!
Complexity reduces to O(M)

[“Video Google”, Sivic & Zisserman, ICCV’03]

[“Scalable Recognition with a Vocabulary Tree”, Nister & Stewenius, CVPR’06]

See also FABMAP and Galvez-Lopez’12’s (DBoW2)]




Indexing local features: inverted file text

*  For text documents, an efficient way to find
all pages in which a word occurs is to use
an index

«  We want to find all images in which a
feature occurs

How many distinct SIFT or BRISK features
exist?
— SIFT = Infinite
— BRISK-128 > 2128 =34 . 1038

* Since the number of image features may be
infinite, before we build our visual
vocabulary we need to map our features to
“visual words”

* Using analogies from text retrieval, we
should:
— Define a “Visual Word”
— Define a “Vocabulary” of Visual Words
— This approach is known as “Bag of
Words” (BOW)

| Index

“Along 75" From Datroil to
Florida; inside back oover
“Dirive 195," Fram Boatan 1o
Flofida; iraide baek cover
Vit Spanish Trall Roadway;
101-102,104
511 Tealhe Infonmation; 83
A1A [Barmier i) - -85 Access; BE
AMA (and CAAY; B3
Adh National Office; B8
Abbeeviations,
Colored 25 mile Maps; covar
Exit Sarvices; 196
Trawetogue; 85
Alrica) 177
Agriculural Inspaction Stre; 126
Ah-Tah-Thi-Ei Mhsaurn; 180
Ajr Conditioring, First; 112
Alabama; 124
Alachua; 132
County; 131
Alafia Fioar, 143
Alapaha, Name; 136
Alfred B Maclay Gardans; 106
Alligator Alky. 154-155
Alligator Farm, S1 Augusting; 169
Alligater Bole (dediniticn); 157
Alligaicer, Bupddy; 155
Alligatcns 100,135,138, 147,158
Anastasia laland; 70
Anhaiza; 108- 108,146
Apalachicola River: 112
Appleton Mus ol Arl: 136
Adquifer; 102
Aralian Mights; 94
Art Musoum, Ringling; 147
Aruba Boach Cals: 183
Aucila River Project; 106
Baboock-Wedh WHMA; 151
Eahia Mar hiarioa; 184
Bakar Counly; 98
Barafoot Maliman; 182
Barge Canal; 137
Ban Line Expy; 80
Balz Ouilied Mafiz 80
Barnard Caslro: 136
Big *I*; 1685
Big Cypress; 165,156
Big Fool Manstar; 105
Bille Swamp Safasl; 160
Blackwater Rier S92 117
Bl Argeks
BA-C Shoghawic 117
Arrium; 1
Blugy Speings 5P 87
Biue Star Memoriat Highway, 125
Baca Ciaga; 189
Boca Granca: 1805

Butterily Cenber, Mo 134
CAM (5em ARL)
COC, The: 111,113,115,135,142
Ca &Zan; 147
Calopsahalches Rher; 152
Mawma; 150
Canawaral Matnl Seashare; 173
Cannon Creek Airpark; 130
Canopy Foad; 106,160
Cape Canaverad 174
Casmlo 3an Marcos; 165
Cave Diving: 131
Cayo Costa, Nama; 150
Colubragion; 93
Chardatbe County, 149
Charkothe Harbor 150
Chautauqua; 116
Chiplay, 114
Mame; 115
Choctewaiches, Mama; 115
Circus Muspum, Ringling; 147
Citrus; 88,87 130,136, 140, 180
CRyPlace, ¥ Palm Beach: 180
City Maps,
Ft Lansdaaciale Expays; 1894106
JakEamille; 163
Kissimmes Expwys: 152183
iami Expressways: 194-195
Oulands Exprasseays: 152.183
Pangacola; 25
Telzhasses; 191
Tempa 51, Patersburg; 63
21, Augauting: 191
Cinil War; 100,108,127,138,141
Clomnvwater Marng Aquarkum; 187
Colliar County; 154
Collier, Barma; 152
Colenial Spanisn Quarlers; 168
Cohambin Gounty: 101,128
Coquina Building Malerial; 185
Corkacrew Swamp, Masme; 154
Cowbays; 85
Corab Trage 11; 144
Corackor, Flonida; 88,985,132
Croastown Expy: 11,3588.143
Cuban Bread; 184
Dade Batilafiaht; 140
Dachy, Maj. Frances; 138-140,161
Dania Beach Husricans: 184
Danlel Boane, Flarkda Walk: 117
Daytona Baach; 172-173
Dux Land; 87
D Sodo, Harmanda,
Anhalca: 108-109,146
County, 143
Exgloqar; 146
Landing; 146
Maohzoa: 109

Driving Lanes; 85
Darval Coumty; 163
Eau Galis: 175
Edizan, Thamas; 152
Egllﬂ AFB; 116118
Eight Rieale; 176
Ellenton; 144-145
Emaniel Point Wk 120
Emangency Caliores; 53
Epiphytes; 142,148,157,159
Escambia Bay; 118
Barwclgpa (1-904; 119
County; 120
Estore; 153
Evenglads, 90,85, 138-140,154-160
Drainfng of; 156,181
Windiida b, 160
Wandar Gandens; 154
Falling Waters 5F; 115
Fanitasy od Flighi; 95
Fayar Drplons SP; 171
Firas, Forast: 168
Firag, Prescribed | 1438
Flsherman's VElage; 151
Flagher County; 171
Flagler, Heary; 97,165,167,171
Flarida Aguariem: 166
Flosida,
12,005 yoars ags; 147
Cawarn 5F; 114
Mag of all Expressways; 2-3
Mus of Matural History: 134
Matisnal Camateny - 141
Parl of Alrica; 177
Fiatonm; 187
Sheriffs Boys Camp,; 126
Sports Hall of Fame; 130
Sun 'n Fun Musaum: 97
Suprame Gaur; 107
Florida’s Turnpike (FTF), 178,189
25 mily Strip Maps: 66
Administraion; 180
Goin System; 180
Exil Sorvices; 185
HEFT: 76,161,130
Highory; 1832
Mamas; 189
Sorvice Plaras; 190
Spur SR91: TR
Ticket System; 1590
ToE Plazas; 150
Ford, Henry; 162
Fofl Barrancas; 122
Burled Alve; 123
Fort Carclivu; 1654
Fart Glinch 3F; 161
Fort De Soio & Egmont Key; 188
Bort Lausderdalee 161 187184
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How to extract Visual Words from descriptors

* Collect a large enough dataset that is representative of all possible images that
are relevant to your application (e.g., for automotive place recognition, you may
want to collect million of street images sampled around the world)

e Extract features and descriptors from each image and map them into the
descriptor space (e.g., for SIFT, 128 dimensional descriptor space)

* Cluster the descriptor space into K clusters

* The centroid of each cluster is a visual word.

— This is computed by taking the arithmetic average of all the descriptors within the
same cluster:

* e.g., for SIFT, each cluster contains SIFT features that are very similar to each
other;

* the visual word then is the average all the SIFT descriptors in that cluster

Let’s see an example...



Extracting and mapping descriptors into the descriptor space

Feature descriptor space
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For convenience we assume that the
descriptor space has 2 dimensions.
In the case of SIFT, the descriptor space
would have 128 dimensions!

13



Extracting and mapping descriptors into the descriptor space

For convenience we assume that the
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In the case of SIFT, the descriptor space
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Extracting and mapping descriptors into the descriptor space
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Extracting and mapping descriptors into the descriptor space

For convenience we assume that the
descriptor space has 2 dimensions.
In the case of SIFT, the descriptor space
would have 128 dimensions!
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Extracting and mapping descriptors into the descriptor space
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For convenience we assume that the
descriptor space has 2 dimensions.
In the case of SIFT, the descriptor space
would have 128 dimensions!
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Extracting and mapping descriptors into the descriptor space

18



Descriptor space
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Cluster the descriptor space into K clusters

20



Extract centroids (i.e., visual words) e
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Summary

Image Collection

Extract Features

What is a visual word?

A visual word is the
centroid of a cluster
of similar features
(i.e., similar
descriptors)

Cluster Descriptors

Descriptors space
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How do we cluster the descriptor space?

* k-means clustering is an algorithm to partition n data point into k clusters in
which each data point x belongs to the cluster §; with center m,

* |t minimizes the sum of squared Euclidean distances between points x and
their nearest cluster centers m;

D(X,M) = zk: z (x — m;)?

=1 x€S;
Algorithm:

* Randomly initialize k cluster centers Original unclustered data N
* Iterate until convergence: _,, | N 5 o .. 3
— Assign each data point x;to the nearest  * e ‘

center m,
— Recompute each cluster center as the H |

mean of all points assigned to it of




K-means demo
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Source: http://shabal.in/visuals/kmeans/1.html



http://shabal.in/visuals/kmeans/1.html

Applying Visual Words to Image Retrieval

* Inverted File Index lists all visual words in the vocabulary (extracted at training time)

* Each word points to a list of images, from the entire image Data Base (DB), in which
that word appears. The DB grows as the robot navigates and collects new images.

* Voting array: has as many cells as the images in the DB. Each word in the query
image votes for multiple images

*. Inverted File Index

.
’

Visual words  List of images in which this word appears
Querying 1 image is 0 3 |
independent of the
number of images in the 1‘(‘)'1 [ |
database 102 « - &
Visual 103
: ds i 104 | \ |
Quer |mageQ Wor st o \‘ \ \ |
A AR 101 — \ AN |
" 103 ¢ L NN
105 +1 +1 +1
105 Voting Array for Q
180 HEEE N HEN HEN NN
180 _
180 :
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Drawback

Every feature in the query image still needs to be compared against all features
in the vocabulary:

— Example:
* Assume our query image has 1,000 SIFT features > M = 1,000
 assume 1,000,000 visual words
 — Number of feature comparisons = 1,000,000,000

* If we assume 0.1 ms per feature comparison — 1 image query would take
28 hours!
How can we make the comparison cheaper, e.g., less than 6 seconds?

— Solution: use hierarchical clustering: “Scalable Recognition with a Vocabulary Tree”, [Nister &
Stewenius, CVPR’06]



Hierarghical clustering
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Hierarghical clustering
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Building the inverted file index
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Building the inverted file index

40



Building the inverted file index
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Building the inverted file index
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Retrieval

Thanks to hierarchical clustering,
how many comparisons between a query
feature and the visual words need to
be done with B branches and L depth levels? 43



Example

Querying an image in a database of 100 million images
— assume a query image with 1,000 SIFT features - M = 1,000
— assume 10 branches and 6 depth levels (i.e., b = 1,000,000 visual words)
— Number of feature comparisons=M:b L = 1,000-10-6 = 60,000

— If we assume 0.1 ms per feature comparison = 1 image query would take 6
seconds!

To conclude, for M features in the Query image, only M- b - L
comparisons need to be made instead of M - b

44



Robust object/scene recognition

* Visual Vocabulary discards the spatial relationships between features

— Two images with the same features shuffled around will return a 100% match when
using only appearance information.

* This can be overcome using geometric verification

— Test the h most similar images to the query image for geometric
consistency (e.g. using 5- or 8-point RANSAC) and retain the image
with the smallest reprojection error and largest number of inliers

— Further reading (out of scope of this course):
e [Cummins and Newman, IJRR 2011]

e [Stewénius et al, ECCV 2012]



Video Google System

Collect all words within query
region

Inverted file index to find relevant
frames

Compare word counts
Spatial verification

Sivic & Zisserman, ICCV 2003

Demo online at :
http://www.robots.ox.ac.uk/~veg/re

search/vgoogle/

46


http://www.robots.ox.ac.uk/~vgg/research/vgoogle/

More words is better

oo
o

\I
=

o)
<

Performance (%)

Ol
-

10k 100k 1M 10M

47



Higher branch factor works better (but slower)
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FA B M A P [Cummins and Newman IJRR 2011]

* Place recognition for robot localization
e Uses training images to build the BoW database

e Captures the spatial dependencies of visual words to distinguish the most
characteristic structure of each scene

* Probabilistic model of the world. At a new frame, compute:
— P(being at a known place)
— P(being at a new place)

* Very high performance

e Binaries available online
* Open FABMAP

New Place
p=09320



http://www.robots.ox.ac.uk/~mjc/Software.htm
http://docs.opencv.org/2.4/modules/contrib/doc/openfabmap.html

Things to remember

* K-means clustering

* Bag of Words approach
— What is visual word
— Inverted file index
— How it works

e Chapter 14 of the Szeliski’s book




Understanding Check

Are you able to answer the following questions?

 What s an inverted file index?

* What s a visual word?

* How does K-means clustering work?

* Why do we need hierarchical clustering?

* Explain and illustrate image retrieval using Bag of Words.

* Discussion on place recognition: what are the open challenges and what
solutions have been proposed?



