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Lab Exercise 4 - Today afternoon
üRoom ETH HG E 1.1 from 13:15 to 15:00

üWork description: Stereo vision: rectification, epipolar matching, 
disparity, triangulation

Disparity map

3D point cloud 2



Course Topics

ÅPrinciples of image formation

ÅImage Filtering

ÅFeature detection and matching

ÅMulti-view geometry

ÅVisual place recognition

ÅEvent-based Vision

ÅDense reconstruction

ÅVisual inertial fusion
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Multiple View Geometry
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Multiple View Geometry

San Marco square, Venice
14,079 images, 4,515,157 points
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Á3D reconstruction from multiple views: 

ÅAssumptions:K, T and R are known. 

ÅGoal: Recover the 3D structure from images

ÁStructure From Motion: 

ÅAssumptions: none (K, T,  and R are unknown). 

ÅGoal: Recover simultaneously 3D scene structure and camera poses (up to scale) 
from multiple images

Multiple View Geometry
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ÁDepth from stereo (i.e., stereo vision)

ÅAssumptions:K, T and R are known. 

ÅGoal: Recover the 3D structure from images

Á2-view Structure From Motion: 

ÅAssumptions: none (K, T,  and R are unknown). 

ÅGoal: Recover simultaneously 3D scene structure, camera poses (up to scale), and 
intrinsic parameters from two different views of the scene

2-View Geometry
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¢ƻŘŀȅΩǎ ƻǳǘƭƛƴŜ

ÅStereo Vision

ÅEpipolar Geometry
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ÁFrom a single camera, we can only compute the ray on which each image point 
lies

ÁWith a stereo camera (binocular), we can solve for the intersection of the rays 
and recover the 3D structure

Depth from Stereo

Right Image

3D Object

Left Image

Left 
Center of projection

Right
Center of projection
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¢ƘŜ άƘǳƳŀƴέ ōƛƴƻŎǳƭŀǊ ǎȅǎǘŜƳ

Å Stereopsys: the brain allows us to see the left and right retinal images as a single 
3D image

Å The images project on our retina up-side-down but our brains lets us perceive 
them as «straight». Radial distortion is also removed. This process is called 
«rectification». What happens if you wear a pair of mirrors for a week?

Image from the left eye Image from the right eye
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¢ƘŜ άƘǳƳŀƴέ ōƛƴƻŎǳƭŀǊ ǎȅǎǘŜƳ

Å Stereopsys: the brain allows us to see the left and right retinal images as a single 
3D image

Å The images project on our retina up-side-down but our brain lets us perceive 
them as «straight». Radial disotion is also removed. This process is called 
«rectification»

Make a simple test: 
1. Fix an object
2. Open and close alternatively the left and right eyes. 
Å The horizontal displacement is called disparity
Å The smaller the disparity, the farther the object
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¢ƘŜ άƘǳƳŀƴέ ōƛƴƻŎǳƭŀǊ ǎȅǎǘŜƳ

Å Stereopsys: the brain allows us to see the left and right retinal images as a single 
3D image

Å The images project on our retina up-side-down but our brains lets us perceive 
them as «straight». Radial disotion is also removed. This process is called 
«rectification»

disparity
Make a simple test: 
1. Fix an object
2. Open and close alternatively the left and right eyes. 
Å The horizontal displacement is called disparity
Å The smaller the disparity, the farther the object
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Disparity

Å The disparity between the left and right image allows us to perceive the depth

These animated GIF images display intermittently the left and right image
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Applications: Stereograms

Image from magiceye.com

Exploit disparity as depth 
cue using single image
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Applications: Stereograms

Image from magiceye.com

Exploit disparity as depth 
cue using single image
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Applications: Stereo photography and stereo viewers

Invented by Sir Charles Wheatstone, 1838

Take two pictures of the same subject from two different viewpoints and 
display them so that each eye sees only one of the images.
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Applications: Anaglyphs

The first method to produce anaglyph images was developed in 1852 by Wilhelm Rollmann 
in Leipzig, Germany
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Stereo Vision

ÅTriangulation
ïSimplified case

ïGeneral case

ÅCorrespondence problem

ÅStereo rectification
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Stereo Vision: basic idea

Basic Principle:  Triangulation
ωGives reconstruction as intersection of two rays

ωRequires 

ςcamera pose (calibration)

ςpoint correspondence
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General case

(non identical cameras and not aligned)

Stereo Vision: basic idea

Simplified case

(identical cameras and aligned)

CrCl

wP

Cr
Cl

wP
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Stereo Vision - The simplified case
Both cameras are identical (i.e., same focal length) and are alignedwith the x-axis

Baseline
distance between the optical centers of 

the two cameras

f

b
X

Z

ur
ul
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Cl

),,( PPPw ZYXP =

Find an expression for the depth ZP of point Pw

ZP

Left Image Right Image
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Disparity
difference in image location of the projection of a 3D 

point on two image planes

1. ²ƘŀǘΩǎ ǘƘŜ ƳŀȄ ŘƛǎǇŀǊƛǘȅ ƻŦ ŀ ǎǘŜǊŜƻ ŎŀƳŜǊŀΚ
2. ²ƘŀǘΩǎ ǘƘŜ ŘƛǎǇŀǊƛǘȅ ƻŦ ŀ Ǉƻƛƴǘ ŀǘ ƛƴŦƛƴƛǘȅΚ
3. How does the uncertainty of depth depend on the disparity?
4. And on the depth estimate?
5. How do I increase the accuracy of a stereo system?

Stereo Vision - The simplified case
Both cameras are identicaland are alignedwith the x-axis
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distance between the optical centers of 
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Left Image Right Image
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Choosing the Baseline
Å ²ƘŀǘΩǎ ǘƘŜ ƻǇǘƛƳŀƭ ōŀǎŜƭƛƴŜΚ

ïToo small:  

ÅLarge depth error

ÅCan you quantify the error as a function of the disparity?

ïToo large:  

ÅMinimum measurable distance increases

ÅDifficult search problem for close objects

Large Baseline Small Baseline
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Stereo Vision ςthe general case

Å Twoidenticalcamerasdo not existin nature!

Å Aligning both cameras on a horizontal axis is  very hard -> Impossible, why?

Å In order to be able to use a stereo camera, we need the 

ïExtrinsic parameters (relative rotation and translation)

ï Instrinsic parameters (focal length, optical center, radial distortion of each 
camera)

aUse a calibration method (Tsai or Homographies, see Lectures 2, 3)
aHow do we compute the relative pose?

),( TR
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Stereo Vision ςthe general case
Å To estimate the 3D position of Pw we construct the system of equations of the left 

and right cameras, and solve it. Do lines always intersect in the 3D space?

Å ά¢ǊƛŀƴƎǳƭŀǘƛƻƴέ: the problem of determining the 3D position of a point  given a 
set of  corresponding image locations and known camera poses.
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Triangulation: least-squares approximation
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Left camera

Right camera

PMp Ö=Ý 111l

PMp Ö=Ý 222l

by solving for P, we arrive to a system of the type                        , which cannot be inverted 
(A is 3x2 matrix). However, can be solved using the pseudoinverse approximation: 
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Triangulation: geometric interpretation

ω Given the projections p1 and p2 of a 3D point P in two or more images (with 
known camera matrices R and T), find the coordinates of the 3D point

C1
C2

p1

p2

P = ?
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Triangulation: geometric interpretation

ω We want to intersect the two visual rays corresponding to p1 andp2, but because 
ƻŦ ƴƻƛǎŜ ŀƴŘ ƴǳƳŜǊƛŎŀƭ ŜǊǊƻǊǎΣ ǘƘŜȅ ŘƻƴΩǘ ƳŜŜǘ ŜȄŀŎǘƭȅ

C1
C2

p1

p2

P = ?
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Triangulation: geometric interpretation

ω Find shortest segment connecting the two viewing rays and let Pbe the midpoint 
of that segment

C1
C2

p1

p2

P
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Triangulation: Nonlinear approach

Å Find ὖthat minimizes the Sum of Squared Reprojection Error:

where is called ReprojectionError.

Å In practice, initialize Pusing linear approach and then minimize SSRE using Gauss-
Newton or Levenberg-Marquardt.

))(())(( 2

2

1

2 PpdPpdSSRE pp ,, 21 +=
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M 2P

)())(( 11 PpPpd pp -= 11,

Observed point

Reprojected point
Observed point

Reprojected point
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Stereo Vision

ÅTriangulation
ïSimplified case

ïGeneral case

ÅCorrespondence problem

ÅStereo rectification
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Correspondence Problem

Given the point ὴin left image, where is its corresponding point ὴȭin the right image?

ὴ

Left image Right image
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Correspondence Problem

Given the point ὴin left image, where is its corresponding point ὴȭin the right image?

Left image Right image

ὴᴂὴ
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Correspondence Problem
Å Correspondence search: identify image patches in the left & right images, 

corresponding to the same scene structure.

Å Similarity measures:
ï (Z)ZNCC

ï (Z)SSD

ï (Z)SAD

ï Census Transform
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Correspondence Problem

Å Exhaustiveimage search can be computationally very expensive! 

Å Can we make the correspondence search in 1D?

Å Potential matches for ▬have to lie on the corresponding epipolar line ■ȭ

ÅThe epipolar line is the projection of the infinite ray “ ὴ corresponding to 
▬in the other camera image 

ÅThe epipole is the projection of the optical center on the other camera image 

ÅA stereo camera has two epipoles

Cr
Cl

“ ὴ = ʇὑ ὴ

■ȭ= epipolar line

▄= epipoles 37



Å The epipolar plane is uniquely defined by the two optical centers ὅȟὅ and one 
image point ὴ

Å The epipolar constraint constrains the location, in the second view, of the 
corresponding point to a given point in the first view.

Å Why is this useful?

ωReduces correspondence problem to 1D search along conjugateepipolar lines

epipolar plane epipolar lineepipolar line

The Epipolar Constraint

Cr
Cl

ὴ
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Correspondence Problem: Epipolar Constraint

Thanks to the epipolar constraint, corresponding points can be searched for, along 
epipolar lines:  Ĕcomputational cost reduced to 1 dimension!

Left image Right image
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ÅRemember: all the epipolar lines intersect at the epipole
ÅAs the position of the 3D point varies, the epipolar ƭƛƴŜǎ άǊƻǘŀǘŜέ ŀōƻǳǘ ǘƘŜ 

baseline

Example: converging cameras

ὖ

Left image Right image 40



Left image Right image

Example: identical and horizontally-aligned cameras
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e

ŜΩ

Å Epipole has the same coordinates in both images
Å tƻƛƴǘǎ ƳƻǾŜ ŀƭƻƴƎ ƭƛƴŜǎ ǊŀŘƛŀǘƛƴƎ ŦǊƻƳ ŜΥ άCƻŎǳǎ ƻŦ ŜȄǇŀƴǎƛƻƴέ

Left image Right image

Example: forward motion (parallel to the optical axis)
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Stereo Vision

ÅSimplified case

ÅGeneral case

ÅCorrespondence problem

ÅStereo rectification

ÅTriangulation
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Stereo Rectification
Å Even in commercial stereo cameras the left and right images are never 

perfectly aligned.

Å In practice,  it is convenient if image scanlines are the epipolarlines.

Å {ǘŜǊŜƻ ǊŜŎǘƛŦƛŎŀǘƛƻƴ ǿŀǊǇǎ ǘƘŜ ƭŜŦǘ ŀƴŘ ǊƛƎƘǘ ƛƳŀƎŜǎ ƛƴǘƻ ƴŜǿ άǊŜŎǘƛŦƛŜŘέ 
images, whose epipolar lines are aligned to the baseline.
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Stereo Rectification
Å Reprojects image planes onto a common plane parallel to the 

baseline
Å It works by computing two homographies, one for each input 

image reprojection

Å As a result, the new epipolar lines are horizontal and the 
scanlines of the left and right image are aligned
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Stereo Rectification
Å The idea behind rectification is to define two 

new Perspective Projection Matrices obtained 
by rotating the old ones around their optical 
centers until focal planes becomes coplanar, 
thereby containing the baseline. 

Å This ensures that epipoles are at infinity, 
hence epipolar lines are parallel. 

Å To have horizontal epipolar lines, the baseline 
must be parallel to the new X axis of both 
cameras. 

Å In addition, to have a proper rectification, 
corresponding points must have the same 
vertical coordinate. This is obtained by 
requiring that the new cameras have the 
same intrinsic parameters.

Å Note that, being the focal length the same, 
the new image planes are coplanar too

Å PPMs are the same as the old cameras, 
whereas the new orientation (the same for 
both cameras) differs from the old ones by 
suitable rotations; intrinsic parameters are the 
same; for both cameras. 
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We have seen in Lecture 02 that the Perspective Equation for a point ὖ in the world frame is

where ὙȿὝƛǎ ǘƘŜ ǘǊŀƴǎŦƻǊƳŀǘƛƻƴ ŦǊƻƳ ǘƘŜ /ŀƳŜǊŀ ǘƻ ǘƘŜ ²ƻǊƭŘΩǎ ŦǊŀƳŜΦ

This can be re-written in a more convenient way by considering 2ȿ4 (or 2ȿ#) as the transformation 

from the World to the Camera frame:

Stereo Rectification (1/5)
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