IMPLEMENTATION DETAILS

A. GTS Access

The GTS simulator runs on a PlayStation 4, while our agent runs on a separate desktop computer. We do not have direct access to the GTS simulator, neither do we have insights into the car dynamics modeled by GTS. Instead, we interact with GTS over a dedicated API via ethernet connection. The API provides the current state of up to 20 simulated cars and accepts car control commands, which are active until the next command is received. Whereas previous work in the area of RL often ran thousands of simulations in parallel to collect training data, we can only run one simulation per PlayStation, and for this work we make use of only 4 PlayStations during training. Moreover, the simulation runs in real-time and cannot be sped up for data collection during training nor can it be paused to create additional time for decision making. The simulator’s state is updated at a frequency of 60 Hz, but, to reduce the load on the PlayStations when controlling 20 cars, we limit the command frequency to 10 Hz during training. During evaluation, we switch to one car, increasing the agent’s action frequency to 60 Hz. We use a standard desktop computer with a 17-8700 processor with a clock speed of 3.20GHz for inference and a GeForce GTX 1080 Ti graphics card for backpropagating through the models.

B. Network Training

To train the networks we roll out 4x20 trajectories per epoch in parallel, with a length of 100 seconds each, by using all 20 cars available on each of the 4 PlayStations. To minimize disturbance between cars during training, we initialize the position of agents equally distributed over the racing track with an initial speed of 100 km/h, which we found can accelerate training as also used in [4]. The combined training base to allow to asynchronously learn during roll outs and based SAC implementation by OpenAI finding the fastest possible trajectory.

For the training process we make use of the TensorFlow-based SAC implementation by OpenAI [4]. We modified the code base to allow to asynchronously learn during roll outs and changed the default 1-step TD error to a 5-step TD error to stabilize training as also used in [4]. The combined training of all 4 networks takes approximately 35 seconds per epoch, which leaves the total epoch time at 100 seconds. Because of the real-time character of the GTS environment, an extensive hyperparameter search is not feasible. We therefore adapt most default hyperparameters from the OpenAI implementation, except for those listed in Table I.

C. Curvature construction

We base the input feature selection on the results of a pre-study on GTS conducted with behavioral cloning, aiming to learn human-like driving based on a regression of expert’s actions on visited states. We iterated over combinations of subsets of features provided by GTS as well as additionally constructed features, which lead to the following feature selection: 1) The linear velocity \( v_t \in \mathbb{R}^3 \) and the linear acceleration \( \dot{v}_t \in \mathbb{R}^3 \), 2) The Euler angle \( \theta_t \in (-\pi, \pi) \) between the 2D vector that defines the agent’s rotation in the horizontal plane and the unit tangent vector that is tangent to the centerline at the projection point. This angle is the only direct way for the policy network to detect if a car is facing the wrong direction. 3) Distance measurements \( d_t \in \mathbb{R}^M \) of \( M \) rangefinders that measure the distance from the vehicle’s center point to the \( M \) edge points of its surrounding objects, such as the edge of the race track. The rangefinders are equally distributed in the front 180° of the car’s view. 4) The previous steering command \( \delta_{t-1} \). 5) A binary flag with \( w_t = 1 \) indicating wall contact and 6) \( N \) sampled curvature measurement of the course centerline in the near future \( c_t \in \mathbb{R}^N \). The curvature is represented through an interpolation of the inverse radius of circles fitted through centerline points provided by GTS. We therefore represent the observation at a given time step \( t \) as a vector denoted as \( s_t = [v_t, \dot{v}_t, \theta_t, d_t, \delta_{t-1}, w_t, c_t] \). To allow for a fair comparison with human drivers, we only use features that humans can either directly perceive or deduce from the GTS simulation.

The curvature is represented through an interpolation of the inverse radii of circles fitted through centerline points provided by GTS, as can be seen in Figure 1. They are equally distributed from 1.0 to 2.8 seconds into the future from the car’s current position, estimated with the car’s current speed.

D. Control Signal

We define the action vector \( a_t = [\delta_t, \omega_t] \) by two control signals: a steering angle \( \delta_t \in [-\pi/6, \pi/6] \) (rad) corresponding to the angle of the car’s front wheels and a combined throttle-brake signal \( \omega_t \in [-1, 1] \), where \( \omega > 0 \) denotes throttle and \( \omega \leq 0 \) represents braking. The magnitude of the throttle or the break is proportional to the absolute value \( ||\omega|| \). For example, \( \omega = 1 \) is 100% throttle, \( \omega = -1 \) is 100% brake, and \( \omega = 0 \) is no throttle and no break. Combining the two signals reduces the complexity of the task. Since human expert recordings show that the best human strategies do not involve the simultaneous use of throttle and brake, we expect not to significantly restrict the agent by combining the two signals. To limit the outputs of the policy network to the valid range, we apply a tanh activation to the output layer as proposed in [4].

We use the automatic gearshift provided by GTS, since the used API does currently not allow to manually change gears.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mini-batch size</td>
<td>4,096</td>
</tr>
<tr>
<td>Replay buffer size</td>
<td>4 \times 10^6</td>
</tr>
<tr>
<td>Learning rate</td>
<td>3 \times 10^{-4}</td>
</tr>
<tr>
<td>Update steps per epoch</td>
<td>5,120</td>
</tr>
<tr>
<td>Reward scale (1/\alpha)</td>
<td>100</td>
</tr>
<tr>
<td>Exponential discount (\gamma)</td>
<td>0.98</td>
</tr>
<tr>
<td>Exponential discount (\gamma)</td>
<td>0.982</td>
</tr>
<tr>
<td>Wall contact penalty (c_{wc})</td>
<td>5 \times 10^{-4}</td>
</tr>
<tr>
<td>Number of range finders (M)</td>
<td>13 (every 15°)</td>
</tr>
<tr>
<td>Number of curvature measurements (N)</td>
<td>10 (every 0.2s)</td>
</tr>
</tbody>
</table>

### Table I

HYPERPARAMETERS USED FOR THE SAC ALGORITHM AND THE GTS SIMULATION. DENSER RANGE FINDERS LEAD TO SLOWER CONVERGENCE BUT SHOWED NO ADDITIONAL IMPROVEMENTS IN THE LEARNED POLICY.
To represent the curvature of the centerline, we make use of centerline points provided by the GTS simulation. The points are distributed such that regions with higher curvature are represented by more points. This allows getting a precise curvature measurement from looking at only three neighboring points. We make use of that property by defining the curvature for each centerline point by the inverse radius of the circle given by that point and its two neighbors. Right curvature is represented by negative inverted radii, left curvature by positive inverted radii. We then interpolate between centerline points to end up with a continuous representation of the curvature over the course progress.

This option is also available to human players, but experienced players mostly use manual gearshift to have more control of when to shift.

E. Analysis of the Results by a Domain Expert

To improve our understanding of the achieved results, we invited *Gran Turismo* domain expert TG (name omitted for reasons of anonymity), who has achieved top performance in several national and international competitions, to race in our reference settings and compare his performance against our approach. TG competed in two of our three reference settings and achieved lap times in the top 0.36 and 0.23 percentile of our human reference data.

When asked for his opinion on the policies’ driving style, TG stated:

“The policy drives very aggressively, but I think this is only possible through its precise actions. I could technically also drive the same trajectory, but in 999 out of a 1000 cases, me trying that trajectory results in wall contact which destroys my whole lap time”
and I would have to start a new lap from scratch.”

**F. Improvements over the built-in AI**

In the 3 introduced reference settings the currently built-in AI is outperformed by a majority of human players as can be seen in Table I of the main manuscript. The built-in AI follows a pre-defined trajectory using a rule-based tracking approach, similar to other trajectory following approaches that have been widely studied in the control community [6], [7], [8]. Due to the non-linearity of the GTS dynamics, a slight deviation from such a trajectory strongly changes the new optimal trajectory, which makes it practically impossible to pre-compute and then track an optimal trajectory. The built-in AI solves this problem by using a cautious reference trajectory which includes a margin to the track’s borders and allows recovery when deviating from the trajectory, as can be seen in Figure 8 of the main manuscript. This helps reducing the risk of contacting the track’s side walls when deviating from the trajectory. However, it also leads to the trajectory’s curves having smaller radii, forcing the AI to decelerate to not lose traction, resulting in curve exit speeds up to 50 km/h slower than those of our approach and the fastest human. The bottom of Figure 8 of the main manuscript shows how the built-in AI brakes in segments where neither our approach nor the fastest human brake, to be able to follow its reference trajectory. By learning a flexible driving policy without any explicit restrictions, our approach was able to overcome the shortcomings of the previous built-in AI and learn a driving policy more similar to that of a human expert driver regarding speed and path.
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