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Learned Inertial Odometry for
Autonomous Drone Racing

Giovanni Cioffi, Leonard Bauersfeld, Elia Kaufmann, and Davide Scaramuzza
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Fig. 1: By combining a temporal convolutional network in a model-based filter, our method is able to estimate the trajectory of an autonomous racing drone
using an IMU as the only sensor modality. Left: Our autonomous drone flying in a race up to 70 kTm Right: The trajectory estimated by our method.

Abstract—Inertial odometry is an attractive solution to the
problem of state estimation for agile quadrotor flight. It is
inexpensive, lightweight, and it is not affected by perceptual
degradation. However, only relying on the integration of the
inertial measurements for state estimation is infeasible. The er-
rors and time-varying biases present in such measurements cause
the accumulation of large drift in the pose estimates. Recently,
inertial odometry has made significant progress in estimating
the motion of pedestrians. State-of-the-art algorithms rely on
learning a motion prior that is typical of humans but cannot
be transferred to drones. In this work, we propose a learning-
based odometry algorithm that uses an inertial measurement
unit (IMU) as the only sensor modality for autonomous drone
racing tasks. The core idea of our system is to couple a model-
based filter, driven by the inertial measurements, with a learning-
based module that has access to the thrust measurements.
We show that our inertial odometry algorithm is superior to
the state-of-the-art filter-based and optimization-based visual-
inertial odometry as well as the state-of-the-art learned-inertial
odometry in estimating the pose of an autonomous racing drone.
Additionally, we show that our system is comparable to a
visual-inertial odometry solution that uses a camera and exploits
the known gate location and appearance. We believe that the
application in autonomous drone racing paves the way for novel
research in inertial odometry for agile quadrotor flight.

Index Terms—Aerial Systems: Perception and Autonomy;
Aerial Systems: Applications; Deep Learning Methods
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I. INTRODUCTION

UADROTORS are extremely agile. Making them au-

tonomous is crucial for time-critical missions, such as
search and rescue, aerial delivery, reconnaissance, and even
flying cars [1], [2]], [3]. State estimation is a core block of the
autonomy pipeline.

Inertial odometry (IO) is an excellent solution to the prob-
lem of state estimation for agile quadrotor flight. Inertial
Measurements Units (IMUs) are inexpensive and ubiquitous
sensors that provide linear accelerations and angular velocities.
An odometry algorithm only based on inertial measurements
has low power and storage requirements, and it does not suffer
in scenarios where vision-based odometry systems commonly
fail, e.g. large motion blur, high dynamic range scenes, and low
texture environments. These are the typical scenarios encoun-
tered in agile quadrotor flight. In theory, inertial measurements
can be integrated to obtain 6-DoF poses. In practice, the
measurements provided by off-the-shelf IMUs are affected by
scale factor errors, axis misalignment errors, and time-varying
biases [4]. Consequently, the integration accumulates large
drift in a short time.

Recently, major progress has been made in inertial odometry
for state estimation of pedestrian motion [3], [6]], [7]. These
works have shown that motion priors can be learned from
the repetitive pattern of human gait using IMU measurements.
The accuracy of these 10 algorithms is comparable to the one
of visual-inertial odometry (VIO) algorithms for pedestrian
applications.
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Differently from the pedestrian motion, the quadrotor mo-
tion is not characterized by any significant prior that can
be learned from the IMU measurements. For this reason,
the performance of the IO methods proposed for pedestrian
navigation deteriorates when applied to quadrotors. In this
work, we propose a learned inertial odometry algorithm to
tackle the problem of state estimation in autonomous drone
racing.
Why drone racing? Drone racing requires flying a drone
through a sequence of gates in minimum time and has now
become a benchmark for the development of new drone tech-
nologies that can be turned into real-world products [8], [9].
What makes drone racing so challenging is that the platform is
flown at incredible speeds, close to a hundred kilometers per
hour, pushing the boundaries of the physics of the vehicle.
At such speeds, any little state estimation error can lead to
a crash. Research works so far mainly focused on planning
and control [10], [L1], [12], and relied on external position-
tracking systems for state estimation. However, tackling the
state estimation problem with only onboard sensing is key
to achieving full autonomy. In absence of external position-
tracking systems, the only viable solution for state estimation
of flying vehicles is VIO [13], [14]. However, VIO fails in
scenarios characterized by motion blur, low texture, and high
dynamic range due to the unreliability of the vision system.
These failure cases are always present in drone racing. Con-
versely, inertial odometry is not affected by these challenges.
We propose a learned inertial odometry algorithm that uses
an IMU as the only sensor modality. Our algorithm combines
an Extended Kalman Filter (EKF), which is driven by the in-
ertial measurements, with a learning-based module, which has
access to measurements that are related to the drone dynamics
in the form of mass-normalized collective thrust. The learning-
based module is a temporal convolutional network (TCN) that
takes as input a buffer of mass-normalized collective thrust
and gyroscope measurements and outputs an estimate of the
distance traveled by the quadrotor. These relative positional
displacements are then used to update the filter.
We show that the proposed algorithm is superior to the state-
of-the-art filter-based and optimization-based VIO algorithms
as well as the state-of-the-art learned inertial odometry algo-
rithm TLIO [[7] in estimating the pose of a racing quadrotor.
Additionally, our approach achieves comparable results to a
VIO solution that uses a camera and exploits the known gate
location and appearance. We believe that the application in
autonomous drone racing shows the benefits of our method
and paves the way for novel research in inertial odometry for
agile quadrotor flight.
The main contributions of this work are:
o An inertial odometry algorithm based on an EKF that is
propagated by the inertial measurements and is updated
by the relative positional displacements predicted by a
temporal convolutional network. We name our algorithm
IMU-Model Odometry (IMO).

o Validation of the proposed system in multiple agile
quadrotor flights from the Blackbird dataset [15]].

e Thorough experimental analysis for drone racing. Our

analysis includes comparisons of the proposed approach

against the state-of-the-art VIO and learned IO algorithms
as well as against a VIO algorithm that uses a camera to
localize to the gates.

o Ablation studies validate both the model-based compo-
nent, EKF, and the learning-based component, TCN, of
our system.

II. RELATED WORK

The most common solution for state estimation of aerial
vehicles using only onboard sensing is VIO thanks to its low
power, low cost, and low weight requirements. VIO algorithms
are divided into two categories according to how they fuse
the camera and IMU measurements: filtering methods [16]]
and fixed-lag smoothing methods [17]. Filtering methods are
based on the EKF. These methods propagate the state of the
system using the IMU measurements and fuse the camera
measurements in the update step. Filtering methods achieve
a favorable trade-off between computational requirements and
accuracy. Fixed-lag smoothing methods solve a non-linear
optimization problem where camera reprojection, IMU, and
marginalization residuals are optimized in a sliding window
fashion. These methods accumulate less linearization error
than filter-based approaches but they are more computationally
expensive. We refer the reader to the survey work in [14] for
more details.

Recent works have shown relevant progress in inertial
odometry for pedestrian motion estimation by combining
model-based approaches with deep learning [5], [6], [7]. The
works in [3], [6] have shown that 2-DoF pedestrian trajectories
can be accurately estimated using neural networks that are
trained to predict velocities using IMU data collected from
hand-held devices. These works are extended by [7]], where it
is proposed a 1-D residual convolutional network architecture
that learns relative position displacements using IMU data
collected from a VR headset device. These relative position
displacements are then used as measurements to update an
EKF. In robotic applications, deep learning approaches have
been used to denoise gyro measurements that are afterward
integrated for attitude estimation [18], to denoise IMU mea-
surements before they are included in a VIO algorithm [19]],
and to compute IMU factors in a sensor fusion algorithm [20].

The works in [21], [22] propose using the quadrotor dy-
namics in VIO. The commanded collective thrust is integrated
to derive pre-integrated positional factors that are included in
an optimization-based VIO algorithm. The difference between
these two works is in the stochastic model of the external
force. In [23]], the authors propose a system that estimates the
full state of a quadrotor using an IMU and 4 tachometers
attached to the rotors. Their approach relies on a heavy
recurrent network that is trained to minimize the drift of the
full trajectory. The main difference between our work and [23|]
is that our method uses a lightweight network, which can run
on the computer onboard the drone, and does not rely on rotor
speed measurements, which are often not available in real-time
onboard drone platforms. Another work that relies on rotor
speed measurements, as well as inertial measurements, is the
one in [24]. This method estimates the tilt, linear and angular
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Fig. 2: Block diagram of our system. A neural network takes as input a buffer
of collective thrust and gyroscope measurements and outputs relative 3-DoF
positional displacements. These displacements are used to update an EKF,
which is propagated using the IMU measurements.

velocities as well as additional model parameters, such as the
moment of inertia, of the quadrotor but its position.

III. METHODOLOGY

An overview of our system is shown in Fig. 2] We train a
temporal convolutional network [25] to regress 3-DoF relative
displacements from a buffer of length At seconds containing
mass-normalized collective thrust and gyroscope measure-
ments. Collective thrust has been shown to be the preferred
choice of control inputs for agile quadrotor flight [26]. These
relative displacements represent the distance traveled by the
quadrotor in the time interval At. We train the neural net
in order to learn a prior on the translational motion of the
quadrotor. The displacements predicted by the neural net
are used as measurements to update an EKF. The EKF is
propagated using a kinematic motion model of the IMU.

In this section, first, we introduce the notation used through-
out the paper. Second, we describe how we leverage deep
learning in the quadrotor model. Third, we describe the EKF.
Fourth, we introduce Gate-10, a VIO algorithm developed for
the task of state estimation in drone racing. We use Gate-10 as
a baseline to validate the performance of the proposed system.
Last, we describe the main implementation details.

A. Notation

The reference frame WV is the fixed world frame, whose z,,
axis is aligned with gravity. The quadrotor body frame is 5.
For simplicity, the IMU frame is assumed to be the same as B.
We use the notation (-)* to represent a quantity in the world
frame V. A similar notation applies to each reference frame.
The position, orientation, and velocity of B with respect to
W at time t; are written as pj’ € R3, Ry € R3*3 part of
the rotation group SO(3), and vy € R3, respectively. The
accelerometer and gyroscope bias are written as b, and by,
respectively. The gravity vector in the world frame is written
as g". We denote estimated quantities with (-) and measured
quantities with (-).

B. Learned Quadrotor Model

1) Quadrotor Model: The evolution of the position and ve-
locity of the quadrotor platform is described by the following
model [21]:

W w

Py, = Vi, Vi, =Ry - (T} +F;) +g", (1)

where T? is the mass-normalized collective thrust and F?_ is
the external force acting on the platform. We will drop the
term mass-normalized when referring to the collective thrust
hereafter for the sake of conciseness. Since we do not know
the dynamics of the external force, we assume it to be a
random variable distributed according to a zero-mean Gaussian
distribution [21]]. Integrating Eq. in the time interval [¢;, t;41]
with the assumption that T? is constant in such an interval and
using F = [0,0,0], we obtain an explicit relation between
the relative positional displacement and the thrust:

Apiip1 = vy - At+0.5-g" - At* +0.5- Ry - T - A%, (2)
At? At

w) ) 3)
where Ap;it1 =Py, — Pp,-

2) Neural Net Model: In this work, we use a TCN to
learn the positional displacements Ap; ;. TCNs have been
shown to be as powerful as recurrent networks to model
temporal sequences [27] but they are easier to train and
deploy on a robotic platform. The neural net takes as input a
buffer of collective thrust and gyroscope measurements. These
measurements are rotated to the world frame and the bias is
removed from the gyroscope measurements. During training,
we use ground-truth orientations obtained from a motion
capture system. At deployment time, we use the orientations
estimated by the EKF. To increase the robustness of the neural
net to uncertainty in the estimated orientation, we perturb
the ground-truth orientations at training time with zero-mean
Gaussian noise. The standard deviation of this noise depends
on the expected accuracy of the orientations estimated by the
filter. We apply the same strategy to increase the robustness
of the neural net with respect to uncertainty in the estimate of
the gyroscope bias. Given as input a buffer of measurements
in the time interval At; ; = t; — ¢;, the neural net output is
the relative displacement Ap; ; in At; ;. We train the neural
net with the MSE loss:

and w
Apiit1 Vi

Tﬁ.’:z-ng(

N
R 1 .
L(Ap,AP) = = > [l Apx — Apy|* &)
j=1
where Ap is the ground-truth positional displacement. We
omitted the temporal indices 4,j in Eq. [ for the sake of
conciseness.

C. Inertial Model Odometry

In this section, we describe the core components of the EKF.
Filter state. Our EKF is based on [16]. The full state
of the filter is X = {¢, - ,m,s}, where s =
{Rg‘i,%‘;,f)}j;,f)ai,l;gi} is the current filter state and (; =
{R?,ﬁg’,} is the j-th past state. Following the error-based
ﬁlter]ing 5ppr0ach [L6], we linearize on a manifold of minimal
parameterization of the rotation. The error-state representation
of the current filter state is ds = {36}, 0v}’, 0p}., 6ba,, dby, }.
For an arbitrary variable x, we define dx = x H x. The
operator H is the difference between the ground-truth and the
estimated value. This is the difference operator for variables
€ R3 and the logarithm map operator, Log(-), such that
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0 = Log(R-R™!) for R € SO(3). Its inverse is the
exponential map Exp(-).

Filter propagation. We use the IMU model as in [16]. The
gyroscope model is: w; = w; +by+ng, and the accelerometer
is: a; = a;+by+n,. This model represents the measurements
as the ground-truth values corrupted by bias and zero-mean
Gaussian noise. The accelerometer and gyroscope biases are
modeled as a random walk processes with noise n;,, and
ny,,, respectively. The kinematic motion model of the filter
propagation is

Ry, =Ry -Exp(@; —by,) - At

Vi =V 4+ gY At+RY - (8 —bg,) - At

bii, = Py + Vi - Al %'AtQ (8" +RY - (& —by,))
E’gi+1 = Bgial;ai+1 = l;a (5)

To simplify the notation, we dropped the indices that refer to
the value of the state between the propagation and update steps
and wrote At = At; ;11. The linearized propagation model is

0si11 = A; - 0s; + B; - ng, (6)

_ T T ini
where n] = [nf,nJ,ng ,ng | is the vector containing the

IMU noise and IMU biases noise. The covariance propagation
model is

Pii1=AY P,- (AN +BY - W, - (BY), (7)

where W is the covariance matrix containing the IMU noise
and IMU bias noise and

x+ _|I 0 x |0

The matrix I denotes the identity matrix whose dimensions
depend on the number of past states.

State augmentation. The state augmentation is performed at
the filter update frequency. The full state is augmented with a
new state that is obtained by propagation till the time when a
new measurement from the TCN is available. The covariance
propagation is similar as in Eq. [7] with

I 0 0
AY =10 AS|,Bf=|BS|. 9)
0 A; B,

Filter update. The measurement update is: r(X) = p}’ —

Py’ = Ap;; + n;;, where n;; is a zero-mean Gaussian noise

on the predictions of the network. We set it as a constant

value. The Jacobian matrix H is straightforward to compute.
Its entries are all zero except for

or(X) H or(X)

pY = mry — 13, Hpw = ———+

20Dy’ TP 96pY

where I3 is the identity matrix with dimensions 3 x 3. The
filter update is performed as

=1Is, (10)

K=P H (H-P H+3%Z,)! (11)
X =XH (K- (pj —p’ — Apij)) (12)
P=(I-K-H) -P-I-K-H'+K-%,;-K". (13)

The operator M represents the addition for variables € R3 and
the update operation R’ = Exp(f) - R for variables € SO(3).

D. Gate-10

In this work, we develop a VIO algorithm for the task of
state estimation in autonomous drone racing. We name this
algorithm: Gate-1I0. Gate-1IO fuses the detection of the gate
corners with IMU measurements in an EKF. The EKF state
and the propagation step are the same as the ones described
in Sec. The residual function of the update step is the
reprojection of the gate corners onto the image frame. The
world coordinates of the gate corners are known beforehand.
The gate corners are detected using a convolutional neural
network (CNN) that takes as input raw camera images and
outputs the pixel coordinates of all the visible gate corners.
The CNN is specifically trained for the type of gates used in
our experiments. This approach is based on [9].

E. Implementation Details

We train our neural net on a laptop running Ubuntu 20.04
and equipped with an Intel Core i9 2.3GHz CPU and Nvidia
RTX 4000 GPU. At test time, our system runs on an NVIDIA
Jetson TX2, which is the computing platform onboard the
quadrotor. All the baselines run on the laptop. The thrust and
gyroscope measurements are sampled at 100 Hz and are fed
to the neural net in an input buffer of length 0.5 seconds.
The neural net inference, and consequently the EKF update
frequency, is set to 20 Hz. The maximum number of the past
states in the filter state is 10. With this setting, our system
runs at ~180 Hz on the Jetson TX2 onboard the quadrotor.
The noise values are: oy, = 0.0ls%,anq = 0.00l%,O’nba =
0.001% o, om,,, = 0.0001% 75 0, = 0.01m. The value
of oy,, has been chosen according to the expected error of the
network predictions. We initialize our method as well as all
the baselines with the ground-truth initial pose obtained from
a motion caption system. In the experiments on the Blackbird
dataset, the IMU biases are initialized to zero. In the drone
racing experiments, the IMU biases are initialized using an
offline calibration routine.

IV. EXPERIMENTS

We compare our system to the following baselines:

o TLIO [7]. TLIO is the state-of-the-art inertial odometry
algorithm. It uses a residual network that takes as input
a buffer of IMU measurements in a time window and
outputs the relative distance that the IMU has traveled
in such a time window. The network output is used as a
measurement to update an EKF. The EKF is propagated
using the IMU measurements.

e SVO [28]. SVO is a semi-direct visual odometry front-
end. In this work, we combine SVO with a sliding-
window optimization-based backend [17]. The code is
available open-source [1]

e OpenVINS [29]. OpenVINS is a state-of-the-art filter-
based visual-inertial odometry algorithm. It ranks 1-st
amongst the open-source algorithms on the UZH-FPV
drone racing dataset [30].

Uhttps://github.com/uzh-rpg/rpg_svo_pro_open
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TABLE I: Blackbird dataset evaluation. ATEy is in meters and ATER is in
degrees. In bold is the best value and in underlined is the second-best value.

Trajectory Eval. Algorithm |
metric [ OpenVINS [ SVO [ TLIO [ IMO (ours) ]
Clover ATEr [m] 0.50 0.77 | 075 0.41
ATER [deg] 2.62 351 | 3.05 3.05
- ATEr [m] 1.07 249 | 131 .5
88 ATER [deg] 2.71 342 | 297 245
ATEr [m] 0.37 110 | 1.20 0.76
Half Moon | \Tg [deg] 229 848 | 8.74 4.14
Star ATEr [m] 278 278 | 2.04 1.22
ATER [deg] 743 10.16 | 2.96 2.76
Winter ATEr [m] 0.12 029 | 1.13 0.22
ATER [deg] 0.87 LIS | 12.15 232

o Gate-IO. Gate-IO is a VIO algorithm customized for
drone racing. We refer the reader to Sec. [[II-D] for more
details.

Following the best practices in the evaluation of VIO algo-
rithms [31]], we use the evaluation metrics: translation absolute
trajectory error (ATEt) [m], rotation absolute trajectory error
(ATER) [deg], relative translation and rotation errors. We refer
the reader to [31]] for a detailed description of these metrics.

A. Blackbird Dataset

Experiment Setup: In this set of experiments, we evaluate
the performance of our system and the baselines on the
Blackbird dataset [15]]. The Blackbird dataset provides rotor
speed measurements recorded onboard a quadrotor flying in
a motion capture system, which we use to compute mass-
normalized collective thrust measurements for our network.
In addition, this dataset also contains IMU measurements
and photorealistic images of synthetic scenes. We select 5
trajectories from the dataset: clover, egg, half moon, star, and
winter, with peak velocities of 5, 8, 4, 5, 4 %, respectively.
For each trajectory, 70% of the data is used for training, 15%
of the data is used for validation and, 15% of the data is used
for testing. In total, the training, validation, and test datasets
contain approx. 10, 2.5, and 2.5 min of flight data, respectively.
We use the training and validation dataset to train our network
and the TLIO network and to tune the parameters of SVO and
OpenVINS.

Evaluation: We report the absolute trajectory errors in
Table [[] and the relative translation and rotation errors in Fig. 3]
and Fig. @] respectively. Our system outperforms TLIO in all
the sequences. The smallest and the largest improvements of
the ATEr are equal to 12% and 80% in the sequences egg and
winter, respectively. The best VIO algorithm is OpenVINS.
The performance of our system is comparable to the one of
OpenVINS in all the sequences. The largest difference in the
ATEr in favor of our system is in the star sequence. In this
sequence, the high yaw rate and the resulting large optical
flow render feature tracking more difficult and, consequently,
degrades the estimation accuracy of the VIO system.

B. Drone Racing

Experiment Setup: To validate our system in drone racing
tasks, we designed a custom-made quadrotor platform. The
platform has a total weight of 750 grams and it can produce
a maximum thrust larger than 40 N. The weight and power of
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Fig. 3: Blackbird dataset evaluation. Relative translation errors achieved by
OpenVINS, SVO, TLIO, and IMO (ours). The quantity on the x-axis is the
distance traveled corresponding to 2.5, 5, 7.5, and 10 % of the total distance
traveled.

this platform are comparable to the ones used by professional
pilots in drone racing competitions. The main computational
unit is an NVIDIA Jetson TX2. Our quadrotor is also equipped
with an Intel RealSense T265 camera. This camera has a
fisheye lens and provides grey-scale images with a resolution
of 848x800 pixels. The camera also contains an integrated
IMU. SVO, OpenVINS, and Gate-1O use the monocular grey-
scale images and inertial measurements from the Intel Re-
alSense T265 while TLIO only uses the inertial measurements.
More details about the quadrotor platform and the onboard
software stack can be found in [32]. In all our experiments, the
quadrotor is flown in a motion capture system and controlled
by the method proposed in [33]]. The controller [33] outputs
collective thrusts. These commanded collective thrusts are
used as input to our network.

Evaluation: We evaluate the performance of our system in
estimating the pose of the quadrotor in a drone racing scenario,
cf. Fig.[T] The racing track is designed by a professional drone
racing pilot and has been used in related works on drone
racing [10], [L1]]. In each race, the quadrotor flies 3 laps of
the track. In our experiments, the top speed of the autonomous
drone is approx. 70’%”. We use training, validation, and test
datasets containing approx. 5, 1.5, and 1.5 min of flight data,
respectively. It takes approx. 6 sec to complete a lap of the
racing track. A visualization of the estimated trajectory by
Gate-10, TLIO, and our algorithm in a race is in Fig. 5} The
two VIO baselines accumulate large drift, cf. Table @ We
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Fig. 4: Blackbird dataset evaluation. Relative rotation errors achieved by
OpenVINS, SVO, TLIO, and IMO (ours). The quantity on the x-axis is the
distance traveled corresponding to 2.5, 5, 7.5, and 10 % of the total distance
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TABLE II: ATET in meters and ATER in degrees of the racing trajectory. In
bold is the best value, and in underlined is the second-best value.

Traiector Eval. Algorithm |

JeClOTY | metric [ OpenVINS | SVO | Gate-I0 | TLIO | IMO (ours) |
Racin ATEr [m] 98.20 4720 | 048 | Il 0.56
8 | ATEg [deg] | 9900 | 123.00 | 220 | 330 2.80

do not include them in Fig. [f] for the sake of clarity. These
results confirm that the classical VIO algorithms fail in drone
racing due to perception challenges. The relative translation
and rotation errors in a race are shown in Fig. [] and Fig. [7]
respectively. The average absolute trajectory errors computed
on the test dataset are in Table [l The ATEr achieved by our
system outperforms TLIO by 54% and is similar to the one
achieved by Gate-10.

1) Learning the Quadrotor Dynamics: In this section, we
validate the proposed learning-based module, which predicts
relative positional displacements from a window of com-
manded collective thrusts and gyroscope measurements, in two
ablation studies.

In the first ablation study, we analyze the predictions of
the force acting on the quadrotor platform. We compare the
predictions of our neural net to the ones obtained by using a
motion capture system and to the commanded collective thrust.
The forces predicted by our neural net are derived from Eq. 3]
where the position and velocity measurements are obtained
from a 3-DoF trajectory that is computed by concatenating
the predicted positional displacements of the neural net. The
orientation measurements are from the motion capture system.
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Fig. 5: Drone racing evaluation. Trajectory estimated by TLIO, Gate-IO and
IMO.
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Similarly, the forces predicted by the motion capture system
are derived from Eq.[3] We show the result of this comparison
in Fig. [8] The forces predicted by our neural net match the
ones derived from the motion capture system. We conclude
that our neural net learns how to map from the commanded
collective thrust to the actual force acting on the quadrotor. In
particular, the neural net also learns to predict the drag force
along the body x and y axes, cf. T, and T, in Fig. @

In the second ablation study, we compare our system against
an algorithm that uses an EKF where the measurements Ap
are obtained from Eq. 2] using the commanded collective
thrust and orientation and velocity measurements from the
motion capture system. We call this algorithm Model-EKF.
The propagation step is driven by the IMU measurements as
in Eq. 5] The purpose of this study is to show that learning
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Fig. 8: Drone racing evaluation. Comparison of the predictions of the force
acting on the quadrotor. Ground truth is the force derived from Eq. El where
the position, velocity, and orientation are from the motion capture system. Net
Prediction is the force derived from Eq.Elwhere the position and velocity are
from a 3-DoF trajectory obtained by concatenating the network outputs. The
orientation is from the motion caption system. Commanded is the commanded
collective thrust.

to predict the mismatch between the commanded and applied
thrust is essential for accurate state estimation. A visualization
of the estimated trajectory by Model-EKF and the proposed
system on one of the test sequences of the racing trajectory
is in Fig. 0] The ATEr and ATER achieved by our system
are 0.56 m and 2.8 deg, respectively. The ATEr and ATEgR
achieved by Model-EKF are 10.10 m and 4.6 deg, respectively.
These results confirm that the learning-based component of our
system is essential to achieve accurate state estimation.

2) Filter validation: In this section, we validate the use
of the EKF in combination with the neural net. To this end,
we compare the 3-DoF trajectory estimated by our system
against a trajectory computed by concatenating the positional
displacements predicted by the neural net. A visualization of
the estimated trajectories on one of the test sequences of the

--- Ground truth ~ —— Model-EKF  —— IMO (Ours)

-4

y [m]
z[m]

- —4

% [m] % [m]

Fig. 9: Drone racing evaluation. Comparison against Model-EKF. In Model-
EKF the measurements Ap are obtained from Eq. [2] using the commanded
collective thrust as well as orientation and velocity measurements from the
motion capture system.
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Fig. 10: Drone racing evaluation. Comparison of our system against a
trajectory computed by concatenating the positional displacements predicted
by the neural net.

racing trajectory is in Fig. [[0] The ATEr achieved by our
system is 0.56 m. The ATEr achieved by concatenating the
net predictions is 3.20 m. This result confirms the superior per-
formance of using the neural net predictions as measurements
in an IMU-driven EKF.

V. DISCUSSION AND CONCLUSION

In this work, we present a new approach to estimating
the state of a quadrotor in autonomous drone racing. Our
method uses a temporal convolutional network to predict the
translational motion of the quadrotor using mass-normalized
collective thrusts and gyroscope measurements. The network
outputs are relative positional displacements used to update an
EKF. The EKF is propagated using the IMU measurements.



8 IEEE ROBOTICS AND AUTOMATION LETTERS. PREPRINT VERSION. ACCEPTED FEBRUARY, 2023

We have demonstrated that the proposed approach is able
to accurately estimate the state of the quadrotor during an
autonomous race only relying on an off-the-shelf IMU. In our
experiments, we validate the individual components of our
system and we demonstrate that it is superior to the state-
of-the-art VIO and IO algorithms in estimating the pose of a
racing drone. Additionally, our system can achieve trajectory
estimates similar to those estimated by a VIO that relies on a
camera to perform gate detection and has access to the position
of the gates.

The main limitation of our approach is that it cannot
generalize to trajectories that have not been seen at training
time. However, in drone racing competitions, the track is
known beforehand. Human pilots spend hours or even days of
practice on the race track before the competition. Similarly, our
system can be trained with the data collected during practice
time and then deployed during the competition. Future work
will investigate how to generalize to trajectories that have not
been seen at training time. A possible solution is to train the
network to estimate the positional displacements in the drone
body frame. These displacements can be integrated into a VIO
system in order to reduce the dependency on visual inputs.
For example, the learned displacement can compensate for
informationless visual inputs, e.g. in low-texture scenarios, or
low-rate camera measurements.

Although our work focuses specifically on autonomous
drone racing, we believe that the proposed approach could
have broader implications for reliable state estimation in agile
drone flight. In several tasks such as routine inspection and
surveillance, the drone is required to fly trajectories that are
known beforehand. In these situations, our system can be
integrated with a visual-based estimator in order to increase
reliability when the visual measurements are degraded, e.g. in
low-light conditions.
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