Event-based Vision meets Deep Learning
on Steering Prediction for Self-Driving Cars
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Goal:

By using an event camera, we achieve steering

angle prediction with unprecedented performance

In HDR and even at night , outperforming standard
cameras.
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